
Abstract

A computational study of the e�ectiveness of tan-
gential convective cooling for the protection of struc-
tures from intense, localized thermal loads is presented.
Two-dimensional numerical models of an idealized cool-
ing problem are developed and validated. Detailed re-
sults and a parametric study of cooling e�ectiveness are
presented for a thermal load representative of a shock-
shock interaction on the engine cowl leading edge of a
hypersonic study vehicle. The parameters investigated
are 
ow conditions (laminar or turbulent), coolant type
(liquid sodium, liquid water, or supercritical, cryogenic
hydrogen), coolant mass-
ow rate, extent of the heated
region, thickness of the heated skin, and bulk proper-
ties of the coolant. The results indicate that for spe-
ci�c combinations of parameters, all three coolants may
yield temperatures within the temperature limits of a
copper-alloy, engine cowl leading edge. However, a liq-
uid sodium coolant is the least sensitive of the three
coolants to the assumed 
ow conditions and to the other
parameters investigated in the study.

Introduction

The capability of cooling structures and systems
subjected to intense, localized thermal loads can be
a signi�cant design problem. As an example, the
National Aero-Space Plane (NASP) is expected to op-
erate at 
ight conditions that produce severe aerother-
mal heating of the engine cowl leading edge as a result
of shock-shock interactions. (See ref. 1.) A schematic
of this situation and the heat-
ux distribution on the
engine cowl leading edge is given in �gure 1. Estimates
of the ampli�cation (� 30�) of the undisturbed heat-
ing due to the interactions (ref. 2) predict a maximum
heating rate of over 50 000 Btu=ft2-sec.
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Figure 1. Schematic of a NASP vehicle and the heat-
ux

distribution on engine cowl leading edge.

The e�ectiveness of internal, tangential convective
cooling for heating conditions that represent a shock-
shock interaction on the engine cowl leading edge of a
hypersonic vehicle is investigated in the present study.
A two-dimensional analysis is performed in which the
velocity pro�les of the coolant are calculated for devel-
oping laminar and fully developed turbulent 
ows. De-
tailed results for temperatures, heat 
uxes, and Nusselt
numbers are presented for a typical case of a water-
cooled skin subjected to this localized thermal load.
The capabilities of liquid sodium, liquid water, and
supercritical, cryogenic hydrogen for tangential convec-
tive cooling are examined in a parametric study that
compares maximum skin temperature with variations
of coolant mass-
ow rate, extent of the heated region,
skin thickness, and bulk properties.

Symbols

A+ Van Driest empirical constant, �26

Bi Biot number (eq. (A6))

C empirical constant, �0:2 (eq. (18))

cf skin-friction coe�cient for
fully developed turbulent 
ow,
(2�=�u2)@u=@y at y = 0

cp speci�c heat, Btu=lbm-�F

Dh hydraulic diameter, 2hc, ft

h height or thickness (dimension in y

direction), in.

hH convective �lm coe�cient,

Nukc=Dh, Btu=ft
2-sec-�F

k thermal conductivity, Btu=ft-sec-�F

l length before application of heat
load, in.

Nu Nusselt number (eq. (28))

Pet turbulent P�eclet number, Pr �M=�

Pr;Prt Prandtl number (�=�) and turbu-
lent Prandtl number (�M=�H)

Prt1 empirical constant, � 0:86
(eq. (18))

p pressure, lbm=ft-sec2

_Q applied uniform heat 
ux,

Btu=ft2-sec

_q heat 
ux, Btu=ft2-sec

q�x ; q
+
x ; q

�

y ; q
+
y heat 
ows per unit depth near

interface of coolant and skin
(eqs. (23) to (27)), Btu=ft-sec
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R Reynolds number, �uDh=�

T temperature, �F

t time, sec

u; v streamwise and cross-stream
velocities, ft/sec

�u average streamwise velocity, ft/sec

u+ nondimensional \wall" velocity,

u=�u
q
cf=2

w extent of applied uniform heat 
ux,
in.

x; y streamwise and cross-stream
coordinates, in.

x+ nondimensional streamwise coordi-
nate (x=Dh)=(RPr)

y+ nondimensional wall coordinate,

y�u
q
cf=2

.
�

� molecular thermal di�usivity,

k=(�cp), ft
2=sec

�T temperature change over a time

step (i.e., �Tn = Tn+1 � Tn)
or change in maximum skin tem-
perature from nominal analysis
conditions (i.e., �Ts = Ts;max �

Ts;max;nom),
�F

�t time step, sec

�x x-direction step used in �nite-
di�erence analogs, ft

�y y-direction step used in �nite-
di�erence analogs, ft

�H ; �M eddy di�usivity for heat transfer

and momentum, ft2=sec

� turbulent mixing-length constant,
�0:4

� viscosity, lbm=ft-sec

� kinematic viscosity, �=�, ft2=sec

� density, lbm=ft3

Subscripts:

b bulk coolant values

c coolant

cl centerline (i.e., ycl = hc=2)

i interface between skin and coolant
(i.e., yi = 0)

in channel inlet (i.e., x = 0)

max maximum

nom nominal analysis conditions

s skin

Superscripts:

c core region of coolant

i x-coordinate location i (i increases
for increasing x)

j y-coordinate location j (j increases
for increasing y)

n time level (i.e., tn = n�t)

w wall region of coolant

0 indicates bulk temperature used
for determining properties

Leading-Edge Cooling Concepts

Several actively cooled concepts that have been pro-
posed to accommodate the extreme heat rates on a
cowl leading edge are shown in �gure 2. These con-
cepts for cooling the cowl leading edge include devices
that combine a liquid-metal heat pipe and convective
coolant 
ows, that transpire coolant through a porous
metal surface, and that convectively cool using impinge-
ment or tangential coolant 
ows. All these methods
have limitations when applied to cooling intense, local-
ized heat 
uxes that result from shock-shock interac-
tions. Heat pipes are limited by boiling in the wick be-
neath the heated zone and by 
uid 
ow limits related to
the capillary pumping capability of the wick structure.
Transpiration cooling may not be very e�ective in this
application. Preliminary tests in reference 3 indicate
only a small reduction in surface heating due to uni-
form transpiration cooling of a leading edge subjected
to shock-shock interactions for transpiration 
ow rates
that completely eliminate the undisturbed surface heat-
ing. Transpiration-cooled concepts may also be more
susceptible to damage and blockage than other cooling
methods because of a porous outer surface. Further-
more, since the shock-shock interaction is 
ow induced,
it may be impossible to validate the capability of tran-
spiration cooling because of the limitations of present
wind-tunnel facilities. The main disadvantage of im-
pingement cooling is that its high cooling e�ectiveness
is localized, and thus the accurate prediction of the lo-
cation of the localized thermal load is necessary.

One method that has not been adequately assessed
for a cowl leading-edge application is tangential con-
vective cooling, or channel 
ow cooling, of the heated
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Figure 2. Several cooling concepts for a cowl leading edge.
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Figure 3. Channel-
ow geometry for tangential convective
cooling.

structure. In this method, coolant 
ows in channels be-
tween the heated skin and the cooled structure, which
are connected by channel sidewalls as shown in �gure 3.
This convective cooling scheme is used for heat 
uxes
of over 14000 Btu=ft2-sec in the space shuttle main en-
gine (ref. 4). However, tangential convective cooling
can be e�ectively utilized for even higher heat 
uxes
when these high 
uxes are localized. This is possible
because the skin temperatures are reduced by two ef-
fects: the thinness of the thermal boundary layer, which
e�ectively redevelops near a localized thermal load, and
the lateral (streamwise) conduction in the heated skin.
Experimental evidence of the former e�ect is presented
in reference 5. In this reference, the Nusselt number
at a coolant-skin interface (a measure of cooling e�ec-
tiveness) increases 60 percent over that for a uniform
heat 
ux due to the local nature of the thermal load.
If the capability to cool high, localized heat 
uxes can
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Figure 4. Schematic of geometry for convective cooling
problem.

be demonstrated, tangential convective cooling is the
preferred method because of its simplicity.

Analysis

In this section, the governing equations, boundary
conditions, and other assumptions for an idealized tan-
gential convective cooling problem are described. The
numerical algorithms that are used to solve the equa-
tions and the veri�cation cases are also presented.

Description of Problem

Figure 4 is a schematic of the idealized geometry
in the convection-conduction problem of a cowl leading
edge subjected to shock-shock interactions. In this
idealization, the curvature of the cowl leading edge, as
shown in the �gure inset, is neglected. The conduction
in the channel sidewalls (�g. 3) is ignored to make a
two-dimensional analysis possible. Only the intense,
localized heat 
ux due to the shock-shock interaction
is considered. Also, the temperature dependence of
material properties is ignored. These assumptions are
made to simplify the solution of the problem. In
�gure 4, the coolant 
ows in a channel of height hc,
which is bounded above by the heated metallic skin
with a thickness of hs, and below by an insulated
wall. A coordinate system is located in the �gure with
the x-axis in the 
ow direction and the y-axis in the
cross-stream direction. The origin of the coordinate
system is taken as the entrance to the channel at the
interface between the coolant and the skin. In the
laminar-
ow cases, the coolant enters with the uniform
velocity �u as shown on the left of �gure 4. This 
ow
will develop symmetrically as shown in the schematic
velocity pro�le. In the fully developed turbulent-
ow
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cases, the velocity pro�le shape is independent of the x-
location. A steady, uniform heat 
ux ( _q = _Q) is applied
beginning at the location x = l on the external face of
the skin and extending for a length w. All other surfaces
bounding the channel-skin system are insulated.

Governing Equations

The equations that describe the physics of the con-
vective cooling problem are the momentum, continuity,
and energy equations of continuum mechanics. Steady,
incompressible 
ow of a constant property coolant in
the channel is assumed to simplify the solution of the
problem. However, these assumptions may lead to
inaccurate results in some cases, especially for the hy-
drogen coolant (a compressible 
uid that undergoes
large local temperature changes). The momentum and
continuity equations for this two-dimensional 
ow are:

u
@u

@x
+ v

@u

@y
= �

1

�

dp

dx
+

@

@y

�
(� + �M )

@u

@y

�
(1)

@u

@x
+

@v

@y
= 0 (2)

where the thin-shear-layer form of the momentumequa-
tion is utilized. Although constant molecular transport
and thermodynamic properties are assumed, the eddy
di�usivity for momentum �M is contained within the
derivatives because it is a function of the y coordinate.
The form of this eddy di�usivity is given subsequently.
Because the velocities are symmetric about the center-
line of the channel, only half the channel height is mod-
eled, and the boundary conditions are as follows:

u = v = 0 (y = 0) (3)

@u

@y
= v = 0 (y = ycl) (4)

For the developing laminar-
ow cases, the velocity pro-
�le for the coolant entering the channel at x = 0 must
be given. In this study, a uniform pro�le is assumed as
follows:

u(x = 0; y) = �u (0 < y � ycl) (5)

The energy equations for the coolant and the skin
must be coupled and solved to determine tempera-
tures. They are given in time-dependent form, because
a transient-solution algorithm is used to integrate a
time-varying temperature to steady state. This algo-
rithm is described subsequently. The molecular trans-
port and thermodynamic properties are assumed to be
constant. The eddy di�usivity for heat transfer �H is

assumed to be a function of the y coordinate, and vis-
cous dissipation of the 
uid is neglected. The energy
equations are

@T

@t
+ u

@T

@x
+ v

@T

@y

= �c
@2T

@x2
+

@

@y

�
(�c + �H )

@T

@y

�
(y > 0) (6)

and

@T

@t
= �s

�
@2T

@x2
+

@2T

@y2

�
(y < 0) (7)

where equation (6) is for the coolant and equation (7)
is for the skin. The thin-shear-layer assumption, which
removes the lateral di�usion term in the momentum
equation (eq. (1)), is not made in the coolant energy
equation (eq. (6)), because it is necessary to accommo-
date lateral conduction in the skin. The insulated wall
boundary condition for the coolant is

@T

@y
= 0 (y = hc) (8)

The boundary condition at the heated surface (y =
�hs) is

�ks
@Ts

@y
=

(
_Q (l � x � (l +w))

0 (Otherwise)
(9)

At the coolant-skin interface (y = 0), the temperatures
and the y-direction heat 
uxes in the coolant and the
skin must agree as follows:

Ts = Tc (10)

ks
@Ts

@y
= kc

@Tc

@y
(11)

To complete the boundary conditions for the energy
equations, conditions on the temperature at the en-
trance and exit planes of the channel are given. At
the entrance plane (x = 0), the conditions are

T = 0 (0 � y < hc) (12)

and

@T

@x
= 0 (�hs � y < 0) (13)

Because the energy equations are linear in temperature
and constant properties are used, the temperature of
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the coolant entering the channel is set to zero; thus,
the temperature rise is computed. The actual coolant
inlet temperature Tin may be added to the calculated
temperature rise to obtain actual temperatures. At the
exit plane (x = xmax), the zero gradient condition is
also used:

@T

@x
= 0 (�hs � y � hc) (14)

Turbulence Models

The eddy di�usivity terms �M and �H , which are
nonzero only in the turbulent 
ow cases, are now de-
�ned. To make a simple solution for turbulent 
ow
possible, the Reichardt (ref. 6) and Van Driest (ref. 7)
empirical correlations, which have proven accurate for
simple pipe 
ows, are employed. First, the skin-friction
coe�cient cf is obtained from an assumed average ve-
locity �u by utilizing the following relation developed by
Petukhov (ref. 8):

cf =
2

[2:236 ln(R)� 4:639]2
(15)

This correlation for cf is needed to form the nondimen-
sional distance from the wall y+ used in the empirical
equation of Reichardt for eddy di�usivity of momentum
as follows:

�cM=� =
�y+

6

�
1 +

y

ycl

�"
1 + 2

�
y

ycl

�2
#

(16)

Since the Reichardt correlation is only valid in the
turbulent core region of the coolant (i.e., the region
away from the channel walls), the Van Driest correlation
is used as follows to form an approximation for eddy
di�usivity near the walls:

�wM=� =
�
�y+

�
1� exp

�
�y+=A+

��	2 @u+
@y+

(17)

The y value at which the two expressions for eddy di�u-
sivity are equal determines the location of the boundary
separating the core and wall regions. Equations (16)
and (17) are only de�ned over 0 � y � ycl, and must
be extended symmetrically about y = ycl.

The eddy di�usivity for heat transfer �H is deter-
mined by using the following correlation for turbulent
Prandtl number given in reference 9:

1

Prt
=

1

2Prt1
+C Pet

s
1

Prt1
� (C Pet)

2

�

"
1� exp

 
�

1

C Pet
p
Prt1

!#
(18)

where the constants C and Prt1 are given as 0:2 and
0:86, respectively. The variation of Prt in the 
ow
results from the dependence of Pet on �M . The value
for �H is then found from the following simple relation:

�H = �M=Prt (19)

Numerical Models

The algorithms that are used to solve the preceding
equations are summarized in this section. The �nite-
di�erence methods used to calculate the velocity pro-
�les for developing laminar 
ow and for turbulent 
ow
of the coolant in the channel are given �rst. The al-
gorithm for the time-dependent solution for tempera-
tures in the coupled coolant-skin system is then pre-
sented. Although a new computer code was written for
the present study, the numerical methods incorporated
in it are standard.

Laminar velocity calculation. The velocity
�eld for laminar 
ow in the channel is governed by
equations (1) to (5), with �M equal to zero. These
equations are parabolic in the x direction, so the so-
lution for u and v can be found by marching down-
stream and solving for the velocities at each consecutive
x station by using the method described in reference 10.
The details of the method are given in the reference, so
only a brief description follows. The channel region is
discretized into a rectangular array of nodes, and the
�nite-di�erence analog of equation (1) is formed. The
velocities u and v, which multiply @u=@x and @u=@y,
respectively, make the equation nonlinear; therefore,
these velocities are \lagged" (i.e., set to be their val-
ues at the previous x station) to linearize the problem.

The �nite-di�erence scheme is central, except for the
derivative @u=@x, which is \upwinded" (i.e., taken to
be a one-sided di�erence scheme biased in the upstream
direction) to enhance stability. The values of u at each
x station are calculated by solving a tridiagonal system
of equations. The pressure-gradient term is unknown,
so a secant iteration is used to determine the value of
dp=dx that satis�es an integrated form of continuity as
given by

�u =
1

ycl

Z y
cl

0

u dy (20)

Because the �nite-di�erence analog of equation (1) has
been linearized, velocity solutions for only two estimates
of dp=dx are needed to determine the correct value of
dp=dx. However, since dp=dx for a developing 
ow is
not constant, this procedure must be repeated at every
x station. After the values for u have been determined
at a given x station, the values for v are determined by
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a simple trapezoidal integration of the �nite-di�erence
analog of equation (2).

Turbulent velocity calculation. For fully de-
veloped 
ow in the channel, the left-hand side of equa-
tion (1) is zero, and the pressure gradient is constant.
The �rst integral of the resulting equation is then

[� + �M (y)]
du

dy
=

1

�

dp

dx
(y � ycl) (21)

where the boundary condition given in equation (4)
has been applied. A numerical integration of du=dy
in equation (21) with the boundary condition of equa-
tion (3) at y = 0 gives the u-velocity pro�le; however,
the pressure gradient is a free parameter that must be
adjusted to satisfy the continuity equation as given by
equation (20). The correct value of dp=dx is found by
using a bisection technique. An interval of dp=dx values
is formed that contains the correct value of dp=dx. Since
dp=dx is less than zero, this interval has zero as the up-
per boundary, and a large negative value is assumed for
the lower boundary. The midpoint, which divides this
interval into two subintervals, is determined, and equa-
tions (20) and (21) are solved by using dp=dx values
from the midpoint and both boundaries of the interval.
The resulting values of �u are compared with the input
value; the subinterval with values of �u that bound the
correct value is retained. The process is repeated until
the calculated values of �u agree with the input value
to within a relative error of 0.1 percent. A trapezoidal
integration formula is used for all the integrals.

Temperature calculation. The temperatures in
the coolant and the skin are determined by integrating
the time-dependent energy equations (eqs. (6) and (7))
to steady state. Solving the steady-state problem by
using transient equations is a computationally e�cient
iterative technique for the large number of unknown
temperatures (over 2 500000 for some cases). This
method is made stable by an appropriate choice of the
time step. The velocities (and �H when the 
ow is
turbulent) are known from the previous calculations,
so these equations are linear equations for tempera-
ture. The second-order-accurate, three-point, time-
di�erencing formula of Beam and Warming (ref. 11) is
used to advance the solution in time as follows:

�Tn =
2�t

3

@�Tn

@t
+
2�t

3

@T n

@t
+

1

3
�Tn�1 (22)

where Tn = T (t = tn) and �Tn = Tn+1 � Tn. In this
equation, data at time levels n and n � 1 are assumed
to be known, and the temperatures at time level n+ 1,

which is implicit in �Tn, are to be determined. Sub-
stitutions for the time derivatives in equation (22) are
made by using equation (6) in the coolant region and
equation (7) in the skin region. The resulting equations
for �Tn contain only spatial derivatives. To form a
system of discrete equations for �Tn, the skin region
is discretized into a rectangular array of nodes that is
appended to the array of nodes previously de�ned for
calculating velocities of the coolant region. The spatial
temperature derivatives are replaced with their �nite-
di�erence analogs on these nodes. The resulting sys-
tem of equations for the nodal temperatures is approxi-
mately factored as in reference 11. A similiar procedure

is used for interface nodes (xi; y
j
i ) between the coolant

and skin, but the following energy balance equation is
used in place of equations (6) and (7):

@Tn(xi; y
j
i )

@t
=

q�y � q+y + q�x � q+x

�x(kc�yc=2�c + ks�ys=2�s)
(23)

with

q�x = �(kc�yc=2 + ks�ys=2)

� [Tn(xi; y
j
i ) � Tn(xi�1; y

j
i )]=�x (24)

q+x = �(kc�yc=2 + ks�ys=2)

� [Tn(xi+1; y
j
i
)� Tn(xi; yj

i
)]=�x (25)

q�y =
�ks�x

�ys
[Tn(xi; y

j
i ) � Tn(xi; y

j�1

i )] (26)

q+y =
�kc�x

�yc
[Tn(xi; y

j+1

i )� Tn(xi; y
j
i )] (27)

Because of the approximate factorization, only tridiago-

nal matrix systems of equations need be solved at each
time step. The algorithm has been found to be very
reliable and e�cient in this application.

Veri�cation Cases

The models for both laminar- and turbulent-
ow
conditions are compared with published results to
demonstrate their correctness. The basis for compar-
ison is the nondimensionalized heat transfer from the
skin to the coolant|the Nusselt number. The Nusselt
number is determined as follows:

Nu =
_qiDh

kc(Ti � Tb)
=

����@Tc@y

����
i

Dh

Ti � Tb
(28)

where the bulk temperature is given by

Tb =
1

�uhc

Z hc

0

Tu dy (29)
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Laminar cases. The correctness of the numerical
model for laminar coolant 
ow is demonstrated by
comparisons with the computational results published
in reference 12 for the simultaneous growth of laminar
hydrodynamic and thermal boundary layers. The heat
input in the reference is a uniform heat 
ux at the
coolant boundary. In the present model, however, the
heat-
ux condition is imposed on the outer surface
of the skin. The desired uniform-heat-
ux boundary
condition at the coolant-skin interface is approximated
to within 0.5 percent in the present model by using
a uniform heat 
ux on the outer surface of the skin,
a skin thickness 1 percent of the channel height (i.e.,
hs = 0:01hc), and a skin thermal conductivity equal to
the coolant thermal conductivity.

The Nusselt number calculated by using the present
code is compared in �gure 5 with the results of
reference 12 for a wide range of Prandtl numbers and
nondimensional lengths x+. For the results shown, the
number of equally spaced nodes positioned in the model
across the channel height hc and skin thickness hs is
340 nodes and 16 nodes, respectively. The streamwise
direction is discretized with 2400 equally spaced nodes
over 0 � x+ � x+max, where x

+
max = 0:12. The determi-

nation of convergence with mesh re�nements was made
by recomputing the solution with x+max = 0:006 (which
doubles the number of nodes per inch in the x direc-
tion) and by doubling the number of nodes in the y di-
rection. No appreciable di�erences were found between
corresponding solutions of the coarse- and �ne-spaced
models, which indicates that the results shown in the
�gure are independent of mesh.

As can be seen in �gure 5, there is very good agree-
ment between the published and present results; the
di�erence between the two is less than 10 percent for
all values of x+ and at all Prandtl numbers. The agree-
ment is better for higher values of x+ and for higher
Prandtl numbers. The Nusselt number results can be
extrapolated to in�nity as x+ approaches zero, because
Ti�Tb in the denominator of equation (28) also goes to
zero. A detailed investigation of the di�erences between
the published and the present results has not been con-
ducted. However, the di�erences may be explained, in
part, by the di�erences in the two solution procedures.

Turbulent cases. The correctness of the numer-
ical model for turbulent coolant 
ow is demonstrated
by comparisons with the numerical results of Hatton
and Quarmby (ref. 13) for the growth of the thermal
boundary layer with a fully developed hydrodynamic
boundary layer. As in the laminar veri�cation cases,
the thermal boundary condition of the reference is a
uniform heat 
ux at a coolant boundary instead of at
the outer face of a skin; so the assumptions used in the
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Figure 6. Comparison of published and calculated turbulent

Nusselt numbers for R = 7:36� 104.

laminar veri�cation cases for the geometry and prop-
erties of the skin are utilized. In the present calcula-
tions, Prt = 1:0 was used to agree with the value used
in the reference. Calculated Nusselt numbers are com-
pared with the reference results in �gure 6 for Pr =
0.1 and 1.0 at R = 7:36 � 104 for 1 � x=Dh � 100.
There are 1300 and 19 equally spaced nodes positioned
in the model across the channel height hc and skin thick-
ness hs, respectively. The large number of nodes in the
coolant region is required to resolve the viscous sub-
layer. The streamwise coordinate is discretized with
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1000 nodes over 0 � x=Dh � 100. This streamwise dis-
cretization is satisfactory, since a case with 1000 nodes
over 0 � x=Dh � 10 gives essentially the same results.

There is good agreement between the published
and present results at both Prandtl numbers. The
agreement is better for lower values of x=Dh. Maximum
di�erences of 6 percent and 8 percent are found at
x=Dh = 100 for Pr = 1.0 and Pr = 0.1, respectively.

Results

In this section, the results of 
ow and thermal anal-
yses are presented to gauge the capabilities of tangen-
tial convective cooling. The speci�c problem analyzed
is representative of cooling a copper-alloy, engine cowl
leading edge subject to shock-shock interaction heating.
The measure of the cooling capability is the magnitude
of the maximum temperature of the copper-alloy skin.
For many of the cases considered, the results indicate
that the maximumskin temperature exceeds the 1200�F
maximum-use temperature of copper alloys. Also, in
many cases the coolant temperature locally exceeds the
assumed temperature used to determine the constant
coolant properties. Nevertheless, the results indicate
the relative cooling e�ectiveness of the di�erent coolants
and 
ow conditions. Nominal analysis conditions are
given for laminar and turbulent 
ow of three coolants.
Detailed thermal results are given for the nominal con-
ditions of one of these coolants. Results are presented
that illustrate the e�ects of variations in coolant mass

ow, heated-region extent, skin thickness, and coolant
temperature for all three coolants.

Analysis Conditions

The geometry of the idealized cooling problem is
illustrated in �gure 4, and the nominal values for the
geometry parameters are given in table 1. As shown
in the table, the values of the geometry parameters l
and xmax are determined based on whether laminar or
turbulent coolant 
ow is considered. In the laminar
cases, the velocity boundary layer develops from a
uniform velocity pro�le at the inlet. A characteristic
length from the location of a shock-shock interaction
heating zone to a coolant inlet manifold for a cowl
leading edge is on the order of an inch, but may be as
large as 6 in. because of space constraints in the leading
edge. Thus, the model for laminar-
ow cases utilizes
values of l = 1 in: and xmax = 2 in: In turbulent-

ow cases, the hydrodynamic 
ow is fully developed,
so the values used for these streamwise lengths are less
important. The only requirement is that the streamwise
boundary conditions given by equations (13) and (14)
be far enough from the heated zone to have no e�ect on
the maximum calculated temperature. Values of l and

Table 1. Nominal Geometry Parameters

Parameter Laminar 
ow, in. Turbulent 
ow, in.

hc 0.030 0.030
hs .020 .020
w .015 .015
l 1.000 .500

xmax 2.000 1.000

Table 2. Nominal Thermal and Flow Conditions

T 0

b
, Tin, �u,

Coolant �F �F ft

sec

Hydrogen �60 �360 600
Water 350 65 200
Sodium 400 250 200

xmax of 0.5 in. and 1.0 in., respectively, were found to
be satisfactory.

The nominal thermal and 
ow conditions for the
three coolants are given in table 2. The temperature
at which the thermodynamic and transport properties
of the coolants are evaluated is T 0

b
. In the present

study, these properties are assumed to be constant with
nominal values corresponding to the temperatures T 0

b
given in table 2. The actual temperatures are obtained
by adding the inlet temperature Tin given in table 2 to
the temperature rise that is computed by the numerical
models. The nominal average coolant velocity �u given
in the table is also the inlet coolant velocity for the
laminar coolant 
ow cases.

Coolant properties for supercritical, cryogenic hy-
drogen, liquid water, and liquid sodium are given in
tables 3, 4, and 5, respectively; the entries marked with
an asterisk (*) indicate the value of T used as T 0

b
of

the nominal analysis conditions. The properties for hy-
drogen and water are obtained from the computer pro-
gram of references 14 and 15, and the properties for
sodium are found from the computer program of refer-
ence 16, except for speci�c heat, which is taken from
reference 17. As seen from these tables, the Prandtl
numbers of these coolants cover a wide range and are
representative of di�erent classes of coolants.

The copper-alloy skin has a conductivity ks of
0:0556 Btu=ft-sec-�F. Since only the steady-state re-
sponse is desired, the skin thermal di�usivity �s and
the time step �t are free parameters that can be ad-
justed to accelerate convergence to a steady state. In
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Table 3. Hydrogen Properties

[p = 2500 psi]

T , �, cp, k, �,

�F lbm

ft3
Btu

lbm-�F
Btu

ft-sec-�F
lbm

ft-sec Pr

�360 3.734 3.147 2:057� 10�5 5:559� 10�6 0.851

�260 2.005 4.024 2:308� 10�5 4:126� 10�6 .720

�60* 1.038 3.912 3:233� 10�5 5:329� 10�6 .645

340 .546 3.507 4:427� 10�5 8:038� 10�6 .637

Table 4. Water Properties

[p = 750 psi]

T , �, cp, k, �,

�F lbm

ft3
Btu

lbm-�F
Btu

ft-sec-�F
lbm

ft-sec Pr

65 62.48 0.997 9:637� 10�5 6:976� 10�4 7.215

150 61.32 .997 1:058� 10�4 2:892� 10�4 2.725

350* 55.76 1.046 1:091� 10�4 1:030� 10�4 .987

500 48.96 1.185 9:742� 10�5 6:825� 10�5 .830

Table 5. Sodium Properties

T , �, cp, k, �,

�F lbm

ft3
Btu

lbm-�F
Btu

ft-sec-�F
lbm

ft-sec Pr

250 57.68 0.328 1:398� 10�2 4:148� 10�4 0.0097

400* 56.51 .320 1:327� 10�2 3:076� 10�4 .0074

550 55.30 .313 1:258� 10�2 2:402� 10�4 .0060

700 54.09 .307 1:191� 10�2 1:982� 10�4 .0051

all cases, the magnitude of the heat 
ux, _q = _Q, is
50000 Btu=ft2-sec.

The \�neness" of the discretization (i.e., the mesh
size) for the channel and the skin is very important for
accurate results. As the discretization becomes �ner,
the results become independent of mesh, but an exces-
sively �ne discretization becomes computationally ex-
pensive. For laminar coolant 
ow, an acceptable dis-
cretization of the channel and the skin was obtained
by using 300 nodes across the height of the chan-
nel, 20 nodes across the thickness of the skin, and
1000 nodes per inch in the streamwise direction. The
need for this level of resolution was determined from a
convergence study in which the number of nodes was
doubled until the calculated maximum skin tempera-
ture changed by less than 1 percent between cases. For
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Figure 7. Temperatures along outer and inner faces of heated
skin for nominal conditions and turbulent-
ow, water-

cooled skin.

the turbulent coolant 
ow cases, it was necessary to
increase the number of nodes across the height of the
channel to 600 for sodium coolant and to 2500 for hy-
drogen and water coolants to compute the maximum
skin temperature within the convergence criterion.

Detailed Thermal Results

In this section, some detailed results are given for
the nominal case of a turbulent-
ow, water-cooled skin.
These details are useful because they show the structure
of the temperature �eld in the vicinity of the localized
thermal load, improve understanding of the maximum
skin-temperature results, and suggest simpli�cations
that allow a correlation of the parametric results, which
are discussed in the appendix.

The temperatures on both the outer (heated) and
inner (cooled) surfaces of the skin are shown in �g-
ure 7. Because the water coolant is very e�ective for this
case, there is essentially no in
uence on the temperature
0.1 in. upstream of the thermal load, which starts at
x = 0:5 in: and ends at x = 0:515 in:, and there is only a
small residual e�ect downstream of the load. However,
the outer-surface temperature rises rapidly in the vicin-
ity of the thermal load to a maximum of 1206�F. The
inner-surface temperature has a maximum of 489�F at
about the same streamwise location; this creates a tem-
perature di�erence of over 700�F through the thickness
of the skin. The extreme thermal stresses that would
accompany such a large temperature di�erence are im-
portant but are not evaluated in the present study.

Another view of the temperature increases caused
by the localized thermal load is given in �gure 8. In
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this �gure, even though the y-axis is expanded by a
factor of four, the two-dimensional nature of the tem-
perature contours near the localized thermal load, be-
ginning at x = 0:50 in:, is apparent. A large temper-
ature di�erence across the skin occurs near the loca-
tion of the thermal load; however, slightly upstream
and downstream of this location, there is essentially no
temperature di�erence across the skin. The contours
that nearly align with the y-axis indicate that the skin
is behaving as a one-dimensional �n away from the lo-
cation of the localized thermal load. The temperature
contours are closely spaced in the coolant region near
the coolant-skin interface because of the low e�ective
conductivity in the viscous sublayer and the convection
of the coolant. Although the coolant temperature ap-
proaches 500�F locally, the bulk of the coolant is at a
relatively low temperature.

The Nusselt number and heat 
ux at the coolant-
skin interface are shown in �gure 9. Most of the heat en-
ters the coolant in the narrow region that surrounds the
localized thermal load. In this case, the maximumheat

ux entering the coolant is less than 12 000 Btu=ft2-sec,
while the applied heat 
ux is 50000 Btu=ft2-sec. Thus,
a considerable spreading of the input heating by the
skin occurs. The Nusselt number behaves in a rela-
tively simple manner near the localized thermal load.
Upstream of the load, the Nusselt number is a high
\plateau" value, and it rapidly decreases in the region
of the thermal load to a low \
oor" value downstream
of the thermal load.

Coolant Velocity E�ects

The variation of maximum skin temperature with
velocity for the laminar 
ow of the three coolants is
given in �gure 10. The other parameters are assumed to
be the nominal values. The maximum skin temperature
for a laminar hydrogen coolant 
ow is very sensitive
to the average coolant velocity with a temperature
above 6000�F at 100 ft/sec and a temperature slightly
below 3500�F at 800 ft/sec. From these extremely high
temperatures, a laminar 
ow of hydrogen will not be
e�ective in cooling the leading edge. The maximumskin
temperature is shown for a laminar water coolant 
ow
with velocities from 50 to 250 ft/sec. The temperature
at 50 ft/sec is slightly below 2900�F, and it drops to
slightly more than 2000�F at 250 ft/sec. The laminar

ow of water appears to be much more e�ective than
that of hydrogen in this cooling application; however,
it is important to remember that the mass-
ow rate
of water is much higher than that of hydrogen for
the same velocity because of the large di�erence in
density of the two coolants. A system-level study is
needed to determine if the indicated velocities for water
coolants and hydrogen coolants are reasonable for the
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lent water coolant 
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speci�c application. The maximum skin-temperature
variation for a laminar sodium coolant 
ow is also
shown in �gure 10. This coolant appears to be the only
one for which acceptable temperatures can be achieved
when laminar 
ow is assumed. The temperature at
50 ft/sec is slightly below 1300�F, and at 250 ft/sec it is
about 1175�F. The density of sodium is comparable to
water, so the improvement in cooling e�ectiveness can
be attributed to the high thermal conductivity of the
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sodium coolant. Again, a system-level study is needed
to determine if the indicated 
ow rates are reasonable
for the application.

The situation changes dramatically when the cool-
ant 
ow is assumed to be turbulent. The variation of
maximum skin temperature with coolant velocity for
turbulent 
ows of hydrogen, water, and sodium is shown
in �gure 11. The results shown in this �gure should be
compared with those of �gure 10, in which the coolant is
laminar. Notice that the temperature scale of �gure 11
is expanded over two times that of �gure 10. The maxi-
mum temperatures for turbulent hydrogen coolant 
ow
are less than half the corresponding values for laminar
hydrogen 
ow. The maximum skin temperature at a
coolant velocity of 800 ft/sec is now only 1270�F, which
is nearly down to the temperature limit of the copper-
alloy skin; the maximum skin temperature was 3500�F
for laminar 
ow. If the increased cooling e�ectiveness
due to surface roughness and coolant passage curvature
(such as in ref. 18) is considered, it appears possible
that hydrogen coolant may be used with a copper lead-
ing edge. The maximum skin temperatures that result
from turbulent 
ows of water and sodium coolants are
also shown in �gure 11. At a velocity of 50 ft/sec, the
maximumskin temperature for a turbulent 
ow of water
is about 1670�F|a reduction of about 1200�F from the
laminar result. At 250 ft/sec, the maximum tempera-
ture for turbulent water coolant 
ow is 1160�F|about
900�F lower than the laminar value. There is only about
a 30�F temperature di�erence between the turbulent re-
sults for sodium in �gure 11 and the laminar results in
�gure 10. This small di�erence is believed to be a re-
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Figure 11. Maximum skin-temperature variation with coolant
velocity for turbulent 
ows of hydrogen, water, and

sodium coolants at nominal conditions.

sult of the dominance of molecular thermal di�usivity
for the highly conductive sodium. There is very little
di�erence between the results for turbulent 
ow of the
water and sodium coolants as the velocities approach
250 ft/sec. However, the temperature of the water en-
tering the leading edge is almost 200�F lower than that
of the sodium coolant. Thus, it appears that liquid met-
als o�er no advantage over water for the higher coolant
velocities when the 
ow can be assured to be turbu-
lent, since both coolants are capable of cooling the skin
below the temperature limit of copper alloys. In sum-
mary, from the study of coolant velocity e�ects, a liquid-
sodium-cooled engine cowl leading edge appears viable
from a maximum-temperature standpoint for both lam-
inar and turbulent coolant 
ows, and a leading edge

cooled with water or hydrogen can only be viable if the
coolant 
ow is made turbulent.

E�ects of Heated-Region Extent

The sensitivity of maximum temperature to the
extent of the heated region is important, because the
in
uence of lateral conduction in the skin diminishes
and the maximum skin temperature rises as the length
of this region increases. Also, although the nominal
value of w = 0:015 in: chosen for the extent of the
thermal load in the present study is based on the
experimental results in reference 2, there is uncertainty
in the extent of the region of intense heating due to the
shock-shock interaction. For these reasons, the e�ect
of the extent of the heated region on maximum skin
temperature is important, and a cooled leading edge
with a low sensitivity of maximum skin temperature to
variations in w is desired.
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The e�ect of variations in w on maximum temper-
ature in the skin is shown for laminar coolant 
ow in
�gure 12, and for turbulent coolant 
ow in �gure 13.
The temperature di�erences as a function of w in these
�gures are the changes in maximum skin temperature
from the value calculated by using the nominal analy-
sis conditions (i.e., �Ts = Ts;max � Ts;max;nom) shown
in tables 1 and 2. A positive �Ts, which indicates that
the cooling is less e�ective than the nominal conditions,
is undesirable. The temperature variations for all the
coolants are nearly linear over the range of w investi-
gated. The laminar-
owresults in �gure 12 are the most
sensitive to variations in w with slopes of 240000�F=in:,
111000�F=in:, and 36 000�F=in: for hydrogen, water,
and sodium, respectively. For the nominal conditions
described previously, the skin temperatures for lami-
nar hydrogen and water coolant 
ows are signi�cantly
higher than the 1200�F limit of copper alloys. However,
the nominal laminar sodium coolant 
ow gives feasible
temperatures, and this coolant is also the least sensitive
(i.e., has the smallest slope) to variations in extent of
the heated region.

For turbulent 
ow, all three coolants yield temper-
atures near or below the skin-temperature limit. Since
the same scale is used for the turbulent results of �g-
ure 13 as for the laminar results of �gure 12, it is ev-
ident that the slopes of the temperature variations for
turbulent 
ows are less than the corresponding slopes
for laminar 
ow. The turbulent coolant 
ow results in
�gure 13 have slopes of 91000�F=in:, 49 000�F=in:, and
34000�F=in: for hydrogen, water, and sodium, respec-
tively. Thus, in changing the assumed 
ow condition
from laminar to turbulent, the hydrogen-cooled skin
shows the greatest decrease in sensitivity to changes in
w, the water-cooled skin shows a percentage decrease
slightly smaller than the hydrogen, and the sodium
coolant has about the same sensitivity. The latter result
for sodium reinforces the previous �nding that only mi-
nor improvements are obtained by including turbulent
di�usivity for liquid-metal coolants.

E�ects of Skin Thickness

The e�ects of variations in skin thickness on max-
imum skin temperature for laminar coolant 
ow are
shown in �gure 14. As in the preceding section, the
temperature variations shown are the changes in max-
imum skin temperature from the values calculated by
using the nominal analysis conditions in tables 1 and 2.
Hydrogen is the most sensitive to variation in skin thick-
ness, with an average slope of �75 000�F=in:, followed
by water, with an average slope of �21000�F=in:, and
then sodium, with a slope of 16000�F=in. Of the three
coolants, only sodium shows a near-linear temperature
variation.
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The sensitivities of the maximum skin temperature
to changes in skin thickness for turbulent coolant 
ow
are plotted in �gure 15, and the same scale is used
as in �gure 14. The temperature variation of the
turbulent-
ow, sodium-cooled skin shows little change
from that of laminar 
ow in �gure 14; however, the
magnitude of the temperature variation for a hydrogen-
cooled skin is signi�cantly reduced. The temperature
variation for a water-cooled skin is lower in magnitude
than the laminar-
ow cases in �gure 14, but the slope
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of the variation is opposite in sign. If the conduction
through the thickness of the skin is considered as one
dimensional, a decrease in skin thickness is expected to
result in a decrease in maximum temperature; thus, the
results with negative slopes in �gures 14 and 15 must
result from lateral conduction e�ects.

To better understand the negative slopes in �g-
ures 14 and 15, the set of cases studied for a laminar-

ow, water-cooled skin was expanded to include skin
thicknesses as large as 0.25 in. The maximum skin tem-
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heat 
ux with skin thickness at the x location of max-
imum skin temperature for laminar water coolant 
ow.

perature and the coolant-skin interface temperature at
the maximum skin-temperature location for these cases
are shown in �gure 16. The temperatures presented in
the �gure have been reduced by the inlet temperature
to show temperature rise from the channel inlet. Also
shown in the �gure is the heat 
ux entering the coolant
at the same x location as the maximum temperature.
As was observed in �gure 14, the skin temperature de-
creases with increasing skin thickness at the smaller val-
ues of hs. However, the maximum skin temperature
passes through a minimum near hs = 0:065 in: and
then increases with increasing skin thickness. A min-
imum in Tmax as a function of skin thickness has also
been found for the sodium-cooled skin at very small
skin thicknesses; it is believed that the other curves in
�gures 14 and 15 would also have minima if the anal-
ysis ranges were suitably extended. The questions as
to why a minimum exists and why the maximum skin
temperature increases with decreasing skin thickness at
the smaller skin thickness values can be answered by
using the curves in �gure 16.

The temperature di�erence across the thickness of
the skin, given by the distance between the two tem-
perature curves in �gure 16, always decreases with
decreasing skin thickness. This result conforms with
the intuitive expectation that decreasing skin thickness
should correspond to a decreasing temperature di�er-
ence. However, the maximum skin temperature de-
pends on both the temperature di�erence across the
thickness of the skin and the temperature di�erence
across the coolant \�lm." The temperature di�erence
across the �lm is given by Ti � Tb, where Tb is given by
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equation (29). Since Tb � Tin, the temperature di�er-
ence is also well represented by the curve for Ti � Tin in
�gure 16. Thus, as skin thickness is decreased, a mini-
mum temperature occurs when the increases in the tem-
perature di�erence across the �lm become larger than
the decreases in the temperature di�erence across the
skin. This phenomenon is shown in �gure 16.

An additional question is, why does the temperature
di�erence across the coolant �lm increase so rapidly as
the skin thickness is decreased? Since _qi = hH(Ti �

Tb) � hH(Ti � Tin), and since hH has only a small
variation with skin thickness, the temperature di�er-
ence across the coolant �lm (�Ti � Tin) closely follows
the interface heat 
ux, as shown in �gure 16. The in-
terface heat 
ux and the temperature di�erence across
the coolant �lm rapidly increase as the skin thickness
decreases, because the ability of the skin to distribute
the heat by lateral conduction is reduced. The correct-
ness of this explanation is further con�rmed in �gure 17,
which shows that the heat 
ux at the coolant-skin inter-
face becomes localized and has larger maximum values
for thinner skins. Thus, the phenomenon of a minimum
in Tmax with variations of skin thickness ultimately re-
sults from two e�ects|the lateral 
ow of heat in the
vicinity of the localized thermal load and the existence
of a temperature di�erence across the coolant �lm. If
the heat 
ow were one dimensional through the skin
thickness, or if a constant-temperature boundary con-
dition were used at the coolant-skin interface, the vari-
ation in the maximum skin temperature due to changes
in skin thickness would not have a minimum.

E�ects of Coolant Bulk Properties

Since the present analysis utilizes constant prop-
erties for the coolant, an investigation of the changes
in the maximum skin temperature with variations in
the assumed coolant properties was performed. The
method of the investigation was to recompute the max-
imumskin temperatures for the nominal channel geome-
try by using each of the temperatures shown in tables 3,
4, and 5 as the temperature at which bulk properties
are evaluated T 0

b
. In these calculations, the velocity of

the coolant entering the channel was adjusted to keep
the same total coolant mass-
ow rate as in each of the
nominal cases. The inlet temperatures Tin of each of the
coolants were also kept at their nominal values. The re-
sults from this study are no substitute for determining
the e�ects of spatially varying, temperature-dependent
coolant properties, but they do establish the sensitivity
of the results to gross changes in the coolant properties.

The variations in maximum skin temperature with
changes in assumed T 0

b
for hydrogen, water, and sodium

are shown in �gures 18, 19, and 20, respectively. These
skin-temperature variations �Ts are the changes in
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maximum skin temperature from the values calculated
by using properties at the nominal (asterisked) T 0

b
val-

ues shown in tables 3, 4, and 5 (i.e., �Ts = Ts;max �

Ts;max;nom). In �gure 18, the variations in maximum
skin temperature for laminar 
ows of hydrogen coolant
are about the same order of magnitude as the T 0

b
vari-

ations, and the maximum skin temperature and the
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sensitivity to the bulk-temperature variations decrease
with increasing T 0

b
over the range indicated. The vari-

ation for turbulent 
ow of hydrogen coolant is much
smaller with very little decrease in maximum skin tem-
perature between T 0

b = �260�F and �60�F; the max-
imum skin temperature slowly increases above �60�F.
The maximumskin-temperature variation for both lam-
inar and turbulent 
ows of water coolant in �gure 19
is similar to that of laminar hydrogen in �gure 18; the
maximumskin temperature and the sensitivity to the T 0

b
variations decrease with increasing T 0

b over the range in-
dicated. In �gures 18 and 19, the variation in maximum
skin temperature is a large percentage of the 1200�F
temperature limit of copper. Thus, the temperature
used to determine bulk coolant properties is important
for both hydrogen and water coolants. The variation in
maximum skin temperature with T 0

b of sodium is shown
in �gure 20. Over the 450�F range in T 0

b
in the �gure,

the skin temperature varies by less than 10�F; therefore,
the T 0

b
assumed for sodium is not important.

-100

0

100

200

300

400

50 150 250 350 450 550

Tb' ,  
oF

∆Ts ,  
oF

∆Ts  = Ts,max   −  Ts,max,nom

Nominal design

Turbulent coolant flow

Laminar coolant flow

Figure 19. Maximum skin-temperature variation with tem-

perature at which bulk properties are evaluated for
laminar and turbulent 
ows of water coolant (��u =
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Concluding Remarks

A numerical study of the convective cooling of lo-
cally heated skins has been performed to assess the
capability of tangential convective cooling. The gov-
erning di�erential equations, boundary conditions,
and turbulence equations are presented, along with
the steps used to discretize them into a model ca-
pable of analyzing a two-dimensional coolant 
ow
bounded by the heated skin. Uniform coolant and
skin properties have been assumed in all the anal-
yses. The model has been veri�ed by demonstrat-
ing the agreement of the calculated Nusselt numbers
for a uniformly heated skin with published values for
developing laminar and fully developed turbulent hy-
drodynamic 
ows over a range of Prandtl numbers.

As a study case, a localized thermal load rep-
resentative of shock-shock interaction heating of an
engine cowl leading edge has been assumed. The ef-
fects due to model curvature and channel sidewalls
have been ignored. Detailed thermal results are given
for a turbulent 
ow of a water coolant at the nom-
inal analysis conditions. The results from a series
of studies that show parametric sensitivities of max-
imum skin temperature are also presented. Both
laminar and turbulent 
ows of hydrogen, water, and

sodium coolants in a copper-alloy leading edge are
investigated over ranges of coolant velocity, thermal
load extent, skin thickness, and assumed bulk coolant
properties.

With a 1200�F temperature limit for a copper-
alloy, cowl leading edge, it appears that tangential
convective cooling is not feasible for laminar 
ows of
hydrogen and water coolants, but is feasible with a
sodium coolant for this application. For turbulent

ows, all three coolants yield feasible or near-feasible
temperatures for some values of coolant velocity in
the ranges investigated. Sodium has the additional
advantages of being the least sensitive of the three
coolants to 
ow conditions (laminar or turbulent)
and to variations in coolant velocity, extent of the
heated region, and the assumed temperature for
determining bulk coolant properties. With these
advantages, liquid metals, such as sodium, should
be seriously considered for the cooling of intense,
localized thermal loads.

NASA Langley Research Center

Hampton, VA 23665-5225

March 6, 1991
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Appendix

Correlation of Maximum Skin

Temperatures

The present study presents a large set of numer-
ical results that were obtained from variations of the
physical parameters of a speci�c problem|active cool-
ing of an engine cowl leading edge subjected to shock-
shock interaction heating. However, it is desirable to
�nd some simple correlations that will give the same
approximate results, or will at least correlate the large
number of seemingly unrelated results. Because of the
spatially dependent coolant and skin interaction, as well
as the lateral conduction in the heated skin, it might
appear that no simple correlation could exist. How-
ever, because of the character of the heat transfer at
the coolant-skin interface, correlation parameters were
successfully found.

The heat 
ux entering the coolant from the skin
and the Nusselt number along this interface are shown
for the nominal turbulent-
ow, water-cooled skin in
�gure 9. The Nusselt number has a large \plateau"
value upstream of the heated region and a very small
value downstream of the heated zone. This plateau
behavior was observed in reference 6 and is explained
as the result of the temperatures in the coolant being
fully developed with an exponential variation of heat

ux from the wall into the coolant. From the interface
heat 
ux _qi (�g. 9), it is seen that over 70 percent of
the heat enters the coolant when the Nusselt number
is within 90 percent of the plateau value. Also, almost
no heat enters the coolant when the Nusselt number
is at the low downstream value. Similar behavior is
found for every case in the parameter studies reported
in this paper. Because of the relatively simple boundary
conditions at the coolant-skin interface, the following
approximate model of the steady-state conduction in
the skin is suggested:

@2T

@x2
+

@2T

@y2
= 0 (A1)

with boundary conditions

�ks
@T

@y
=

�
hH(T � Tin) (x < 0)
0 (x � 0)

(A2)

for y = 0, and

�ks
@T

@y
=

�
_Q (0 < x < w)
0 (Otherwise)

(A3)

for y = �hs where hH is the constant convective �lm
coe�cient derived from the plateau value of the Nusselt
number.

In equations (A1) to (A3), the streamwise (x) extent of
the solution domain is assumed to be in�nite, and the
origin of the x-axis is located at the position where the
external skin is heated. To continue with the analysis,
the following nondimensional terms are de�ned:

T � =
ks(T � Tin)

_Qhs
(A4)

(x�; y�) =
(x; y)

hs
(A5)

Bi =
hshH
ks

(A6)

where T � and (x�; y�) are the nondimensional tempera-
ture and position coordinates, respectively, and Bi is the
Biot number. With this nondimensionalization, equa-
tions (A1) to (A3) become

@2T �

@x�2
+

@2T �

@y�2
= 0 (A7)

and

�
@T �

@y�
=

�
Bi T � (x� < 0)
0 (x� � 0)

(A8)

for y� = 0, and

�
@T �

@y�
=

�
1 (0 < x� < w=hs)
0 (Otherwise)

(A9)

for y� = �1. This simpli�ed conduction model suggests
that the maximum nondimensional temperature in the
skin is a function of only two parameters, Bi and w=hs.

The results of the parametric studies for maximum
skin temperature have been nondimensionalized and
plotted against the Biot number for four values of
w=hs in �gure A1. All the curves that approximate
the data points are essentially the same shape but are
shifted in the �gure. The value of the convective �lm
coe�cient hH used in the Biot number is taken at
the streamwise location with the largest value of _qi.
These two parameters, Bi and w=hs, correlate the data
very well. The data for w=hs = 0:75 are particularly
informative, because they represent 48 cooling cases
that consist of all three coolants, with both laminar
and turbulent 
ow, and coolant property variations.
Unfortunately, these results cannot be used to simplify
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Figure A1. Variation of maximum nondimensional tempera-

ture with Biot number for several values of w=hs.

the prediction of maximum skin temperatures because
the plateau value of the convective �lm coe�cient,
which is used to determine the Biot number, can only
be obtained from a numerical analysis as done in the
present study.
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